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Abstract—The automatic generation of source code is one
of the long-lasting dreams in software engineering research.
Several techniques have been proposed to speed up the writing
of new code. For example, code completion techniques can
recommend to developers the next few tokens they are likely to
type, while retrieval-based approaches can suggest code snippets
relevant for the task at hand. Also, deep learning has been
used to automatically generate code statements starting from
a natural language description. While research in this field is
very active, there is no study investigating what the users of
code recommender systems (i.e., software practitioners) actually
need from these tools. We present a study involving 80 software
developers to investigate the characteristics of code recommender
systems they consider important. The output of our study is a
taxonomy of 70 “requirements” that should be considered when
designing code recommender systems. For example, developers
would like the recommended code to use the same coding
style of the code under development. Also, code recommenders
being “aware” of the developers’ knowledge (e.g., what are the
framework/libraries they already used in the past) and able to
customize the recommendations based on this knowledge would
be appreciated by practitioners. The taxonomy output of our
study points to a wide set of future research directions for code
recommenders.

Index Terms—Code Recommender Systems, Empirical Study,
Practitioners’ Survey

I. INTRODUCTION

Recommender systems are becoming more and more popular
in software engineering. These tools can support developers in
several tasks [44], such as documentation writing and retrieval
[19], [33], [34], [59], code refactoring [9], [50], bug fixing
[26], [27], [52], bug triaging [49], [58], code review [53], [54]
etc. Among these, source code recommender systems support
developers in writing code.

Code recommender systems have been designed using
different underlying techniques. For example, retrieval-based
approaches [31], [57] identify relevant code elements to
reuse given the code under development in the Integrated
Development Environment (IDE) and/or a query describing the
coding task at hand. Other approaches exploit deep learning
(DL) to (i) automatically generate a needed code (or parts
of it) given its textual description [37], [60] or (ii) predict
the tokens the developer is likely to type given the code in
the IDE [28], [55]. Building on top of this literature, GitHub
recently presented Copilot [2], a tool using DL to recommend
entire code statements or even whole functions.

While research on code recommender systems is extremely
active, no previous work investigated what the desiderata
of software developers are. In other words, the techniques
proposed in the literature are mostly based on assumptions
made by researchers. For example, a recent work by Wen
et al. [57] targets the automatic implementation of whole
code functions. However, it is unclear whether developers are
actually looking for such a type of support or if, instead, they
prefer the classic code completion implemented in IDEs. Also,
none of the existing tools and techniques customize their code
recommendations based on the developer’s coding style and/or
to their expertise and it is unclear whether such a functionality
would be important for practitioners. To answer these questions,
we present a study involving 80 practitioners which is aimed at
investigating the characteristics of code recommenders that they
consider important. In particular, after collecting demographics
information, we asked participants their opinion about the code
recommenders they use (e.g., copilot, default code completion
in IDE, etc.) from three perspectives: (i) coverage (i.e., in how
many coding scenarios the tool can provide recommendations),
(ii) accuracy (i.e., to what extent recommendations are close to
what practitioners need), and (iii) usability (i.e., how friendly
the user interface is). For each of these three aspects participants
were asked to describe improvements (if any) they would like
to see in the recommender they mostly use. Then, we ask them
in an open-ended question what the characteristics of code
recommenders they consider important are.

Each answer we received has been independently analyzed
by five authors through an open-coding inspired approach
with the goal of assigning a set of tags to it. The extracted
tags represent requirements expressed by practitioners for
code recommenders and, after conflict resolution, have been
organized in a hierarchical taxonomy. Such a process has been
performed iteratively four times, with 20 practitioners taking
part in each iteration. We stopped once the output taxonomy
converged (i.e., no additional requirements were added to the
taxonomy from the answers we received in the last iteration).

The output of our study is a taxonomy of 70 “requirements”
that should be considered when designing code recommender
systems (Fig. 2). For example, our taxonomy highlights
that practitioners are interested in adaptive recommendations,
meaning that the recommended code should be automatically
adapted to the code under development (e.g., reusing identifiers
when possible) and to the developer’s coding style.



Significance of research contribution. The taxonomy of
70 “requirements” for code recommenders output of our
study provides a rich research roadmap in the field of code
recommender systems. Indeed, as our empirical evidence shows,
the desiderata of practitioners in this context are not always
aligned with what offered by state-of-the-art techniques.

Based on our taxonomy, researchers can have a clear
understanding of what the priorities are when designing code
recommenders.

Data availability. We release the survey used in the study,
the collected answers with the results of the manual analysis we
performed on them, plus additional material in our replication
package: https://code-recommenders.github.io.

II. STUDY DESIGN

The goal of the study is to investigate what the desiderata of
software practitioners are when it comes to code recommender
systems. The context consists of objects, i.e., a survey designed
to investigate the study goal, and subjects (referred to as
“participants”), i.e., 80 practitioners recruited through Amazon
Mechanical Turk (MTurk) [1] and personal contacts.

We aim at answering the following research question:

What are the characteristics of code recommender
systems that are considered important by practition-
ers? Despite the many code recommender systems
proposed in the literature, no study investigated what
practitioners actually need in terms of automatic sup-
port during coding activities. Answering our RQ can
guide the development of better code recommender
systems.

A. Context Selection — Participants

We recruited participants through two channels. First, we
used MTurk [1], a crowdsourcing website to hire people for on-
demand tasks. We enrolled participants that (i) have successfully
completed in the past at least 50 tasks on MTurk; (ii) have an
approval rate for their past tasks grater than 90% (i.e., more than
90% of the tasks they performed in the past have been approved
by the requester); (iii) hold the MTurk Master qualification
assigned to “top workers”. We only involved practitioners in
our survey, excluding students (at any level) and researchers.

Participants who completed our survey were payed 10$ upon
a manual verification in which we made sure that the provided
open answers (described in the following) were meaningful
and written in correct English. We collected 31 complete
surveys from MTurk. In addition, we invited practitioners in
the authors’ contact network. This resulted in additional 49
answers, leading to a total of 80 participants. As explained later,
developers were not invited all together, but in four rounds
of 20 participants each. Demographics about participants are
presented in Section III.

B. Context Selection — Survey

Our survey has been implemented in Qualtrics [3] and is
available in our replication package [4].

Participants were initially presented with a welcome page,
which explained the goal of the study, reported its expected
duration (~15 minutes), and set the context by explaining what
source code recommender systems are:

With source code recommender systems we refer to
approaches that can be used to automatically suggest
code to developers while they are writing code. The
classic example in this context is the code completion
feature implemented in IDEs.

However, some tools go beyond the classic code
completion task and recommend longer pieces of code
to developers to autocomplete a task they perform
(see, e.g., https://copilot.github.com/).

By agreeing to participate, they started our survey composed
of three steps.

Step @: Demographic Information. We asked participants
to indicate (i) their job position (e.g., developer, tester), (ii)
the programming language and the IDE they mostly use, and
(iii) the number of years of programming experience.

Step @: Experience with Code Recommenders. The sec-
ond step included questions about the participants’ experience
with code recommender systems. We asked what tool(s) they
use as code recommender, with the possibility of selecting
“The default one in the IDE” and/or specifying the tool(s)
in an open text box. If participants indicated that they did
not use any code recommender, the survey stopped. We also
collected the frequency with which participants check code
recommendations: Occasionally (i.e., less than 50% of times a
recommendation is available), Most of times (i.e., more than
50%, but not always), and Always.

Then, we asked to rate the code recommendation capabilities
of the tool they mostly use from three perspectives: (i)
coverage (i.e., in how many coding scenarios the tool can
provide recommendations), (ii) accuracy (i.e., to what extent
recommendations are close to what practitioners need), and (iii)
usability (i.e., how friendly the user interface is). For each of
these three aspects, participants could indicate their answer on
a three-point scale (Low, Medium, High), or select a “Not sure’
option. We provided participants with detailed explanations
about the three perspectives [4]. For each of them, we also asked
the improvements participants would like to see in the code
recommender(s) they commonly use (e.g., what they would like
to have in terms of “coverage” that is not currently supported).
Finally, we ask a specific question related to the accuracy of
the recommendations: Assume that a code recommendation
tool provides a list of recommendations sorted by likelihood of
being relevant (i.e., the most relevant on top). How many of
these recommendations would you be willing to read to find the
right one? Answers to this question can inform the evaluation
of code recommenders by researchers. Indeed, when evaluating
approaches for automatically generating code, researchers
often assess their performance for the top-k recommendations
(e.g., top-50 in [52]). Knowing how many recommendations
developers are willing to inspect can help in setting the number
of generated solutions to realistic values.
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TABLE I
CHARACTERISTICS OF CODE RECOMMENDATIONS COLLECTED FROM LITERATURE

Attribute Description References

Concise Code The recommended code must be as short and simple as possible. [18], [23], [36]

Correct Code The recommended code must be bug-free. [23]

Familiar If multiple recommendations are possible, the one using code that is more familiar to the developer must be [30]
used (e.g., the code using APIs already used in the past by the developer receiving the recommendation).

High readability The recommended code must be readable (e.g., avoid very long statements, adopt indentation). [33]

Hich reusabilit The recommended code must be easy to reuse (e.g., a code using object types not available in the language (33]

& y but defined in other projects from which the recommended code has been learned is difficult to reuse).

Inline Documentation The recommended code features comments explaining the code step-by-step. [36]

Meets coding layout The recommended_code must be adapted to the context of the recommendation by adopting the same coding [25]
layout (e.g., same indentation, spaces between code tokens).
The recommended code must be adapted to the context of the recommendation by adopting the same naming

Meets naming conventions  conventions (e.g., if variables are named with camelCase, the same convention must be adopted in the [25]
recommended code).

Precise Typing Information A recommended code using AVerySpecificType should be preferred over a recommended code using Object. [38]

Responsive The responsiveness of the code recommendation system in terms of time needed to generate a recommendation. [47]
The recommended code must be adapted to the context of the recommendation by using the same variable

Same name [38]

names of the code it completes when possible.

Syntactical Correctness

The recommended must not introduce syntax errors.

[6], [47], [55]

In case the recommended code spans across many statements, the code is divided into multiple chunks (by

[36]

Step-by-step Solution

using a blank line), each one responsible for a sub-task.

Vulnerability-free

The recommended code must be vulnerability-free.

[46]

Step (3): Characteristics of Code Recommenders. The
third and last step is the core of our survey, in which we
asked participants the characteristics of code recommendations
they consider important. In the first question, participants
could describe in an open text box the characteristics of code
recommendations they perceive as most important, accompa-
nying each one with a short explanation/rationale. We clarified
that they could include both functional and non-functional
characteristics.

In the second question, the survey showed a list of 14
characteristics we preliminarily defined, asking participants to
select the ones they consider important (if any). To determine
such 14 categories, we manually analyzed the state of the
art related to code recommender systems. Specifically, we
focused on papers that presented: (i) techniques for code
generation/completion (see e.g., [47]), (ii) empirical studies
about code generation/completion techniques (e.g., [46]), (iii)
techniques to generate code examples (e.g., [33]), and (iv)
empirical studies about code examples used by developers
(e.g., [36]). For example, we extracted the high reusability
characteristic from the paper by Moreno et al. [33].

The full list of characteristics with the corresponding
references they were extracted from is available in Table I.
Note that, to define such a list, we did not perform a systematic
literature review to identify all papers in the surveyed areas:
We relied on the experience of the six authors to identify
a set of 41 peer-reviewed papers published in international
conferences and journals and applied backward snowballing
on their references to identify additional relevant works.

At the end, we inspected 53 papers. Each paper was assigned
to one author in charge of adding to a spreadsheet the list of
“characteristics” described in the paper (if any). In some cases,
the papers from which we extracted a characteristic did not
explicitly point to the need for considering such a characteristic
when building code recommender systems.

However, this could be inferred from the text of the paper.
One example is the work by Schuster et al. [46]. The authors
show that “neural code autocompleters are vulnerable to
poisoning attack” [46]. Thus, we infer that Vulnerability-free
is one of the characteristics to assess for code recommenders.
Similarly, Nasehi et al. [36] studied what makes a good code
example on Stack Overflow. Again, this is something not
directly linked to a code recommender. However, we assume
that characteristics of good code examples could be relevant
for recommended code as well.

TABLE II
ROUNDS OF DATA COLLECTION (20 PARTICIPANTS EACH)

New L1 New L2 New L3 New L4

Round Charac. Charac. Charac. Charac. Conflicts
! 5 25 13 0 24%
1T 0 9 6 6 21%
I 0 0 p 0 S
v 0 0 0 0 24%




C. Data Collection and Analysis

Given the goal of our study, we decided to run it in multiple
rounds until we reached saturation in the collected taxonomy
of characteristics. First, we invited 20 practitioners to complete
our survey (first round). Then, to answer our RQ, we analyzed
the data collected in steps @ and @ in the open answers
by following an open-coding inspired approach: Five of the
authors independently assigned a set of tags to each of the open
answers provided by the 20 participants that described through
written text the improvements they would like to see in terms
of coverage, accuracy, and usability of the code recommenders
they use and the characteristics of code recommenders they
perceive as most important. Each tag was meant to encode a
specific characteristic (e.g., Early prediction was derived from
the answer “if the completions are not timely, it is just easier
to type the whole thing myself sometimes”).

Conflicts (i.e., different tags assigned by the five authors
to the same answer) were solved through online meetings
involving all authors. The set of ‘“characteristics” derived
through this analysis was then complemented with the ones
selected by developers as important from the list extracted
from the literature. The output of this analysis is a hierarchical
taxonomy of characteristics of code recommenders (Fig. 2),
with level-1 nodes indicating root categories, level-2 nodes
indicating sub-categories of a specific root category, and so on.

This first round was followed by three additional rounds,
each of which added 20 participants. We stopped with this
process when the execution of a new round did not result
in the addition of any new characteristic in our taxonomy,
indicating that a good level of saturation was reached. We
are aware that additional rounds may further strengthen the
generalizability of our taxonomy. However, we had to balance
the comprehensiveness of the taxonomy with the feasibility of
the study given our limited access to professional developers.

Table II reports for each round (i) the number of new
characteristics added to the different levels of the taxonomy
and (ii) the percentage of conflicts arisen during open coding.
The number of characteristics reported in Table II for each level
does not match the final number in Fig. 2: This happens because
we reorganized the taxonomy after each round for readability
reasons (e.g., some level-2 characteristics were moved to level-
3 as child of a new level-2 category). However, the overall
number of characteristics (70) matches the one in our final
taxonomy (Fig. 2).

Concerning conflicts, since we had five authors inspecting
each answer in an open coding setting in which the codes
(i.e., characteristics of code recommenders) to extract were not
pre-defined but had to emerge from the data, we had some
form of conflict very frequently, e.g., one of the five authors
not extracting a characteristic indicated by the remaining
four authors. These cases were usually trivial to solve in the
online meetings. Other types of conflict required instead longer
discussions, and these are the ones we document in Table II.

In particular, we report the percentage of cases in which
there was no majority in extracting a “characteristic” from an
open answer (i.e., less than three authors reported it). As it
can be seen, this happened in ~20% of cases in each round.
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Fig. 1. Demographic information (top), usage of source code recommenders
(middle), and assessment of code recommender systems (bottom).

III. RESULTS DISCUSSION

We start by summarizing demographic information about the
study participants and their experience with code recommender
systems. Then, we discuss the taxonomy of characteristics of
code recommender systems, which is the main outcome of this
study.

A. Demographics and Experience with Code Recommenders

Fig. 1 presents a visualization of demographic data for the
80 practitioners involved in our study. Most of the participants
are developers (47) or software engineers (20), with others
classifying themselves as analysts, testers, and group leaders.
Participants mostly work with Java, Python and/or Javascript.

In terms of experience, 86% of participants has more than
five years of programming experience, with an average of
9.7 years, and a median of 9. The vast majority (85%) of
participants use the IDE’s built-in code completion feature as
their only code recommender system.



Among the used IDE plugins, GitHub Copilot is the most
represented one, with 5 mentions all coming from the latest
round we performed. Indeed, when we run the first three rounds
Copilot was not yet publicly available.

Less than 19% of the participants claimed to “occasionally
inspect the code recommendations provided”, with the remain-
ing ones looking at them most of times or always when they
are available.

Participants indicated the willingness to inspect at most the
top-5 code recommendations provided (95%), with the majority
(56%) focusing only on the top-3. This suggests researchers
to limit the assessment of code recommenders to the top-5
recommended solutions, since others are very unlikely to be
considered by developers.

When asked about their assessment of the code recommender
they use in terms of coverage, accuracy, and usability, develop-
ers reported that they are mostly happy of the tools they use
as for these aspects. Specifically, ~44% of them considered
the accuracy high, and ~50% medium; ~58% evaluated the
usability as high, and ~38% as medium; and ~31% judged
the coverage high and ~46% medium. The coverage of the
provided support (i.e., the variety of scenarios in which the tool
is able to recommend code) is the aspect achieving the lowest
rates, with ~23% of participants reporting a low coverage.

B. Taxonomy Discussion

Fig. 2 reports the taxonomy of characteristics participants
indicated as relevant for code recommender systems. The
number on the top-right of the level-1 and level-2 categories
indicates the number of participants who mentioned such a
characteristic as important (out of 80). While some charac-
teristics have only been mentioned by few developers (e.g.,
Awareness — Developer’s task) we decided to include all of
them for completeness.

On top of that, Fig. 3 reports the definition of all categories
up to level-3. We do not report the ones for level-4 categories for
space reason. However, these usually represent specifications
of level-3 categories that are quite intuitive and we include
in our replication package [4] complete definitions for all
categories, with a search interface that helps in quickly identify
the category of interest.

We discuss our taxonomy, going through each of the five root
categories depicted in Fig. 2. We use the @ icon to highlight
lessons learned for future research in the field.

Characteristics of recommended code. This root category
groups characteristics of the recommended code that partici-
pants consider important. All participants mentioned at least
one aspect related to the quality of the recommended code.
Note that, at a first sight, one may think that code quality is not
relevant for code recommenders, since they often recommend
a few code tokens to complete a statement the developer is
writing. This is, however, not the case for the new generation of
code recommenders (see e.g., GitHub Copilot [2] or recently
proposed works in the literature [11], [47], [57]) that can
recommend complete code statements or even entire functions.

Receiving recommendations having a high readability and
understandability is a priority for developers (66 mentions).
39% of the participants indicated their preference for concise
recommendations, e.g., “I do not use completion that suggests
entire snippets. The reason is that if I get an entire snippet I'll
need to understand it to make sure is what I need and, based on
my experience, this is not faster than writing the code myself.”
@ This goes somehow in contrast with recent work targeting
the automatic implementation of whole functions [2], [57].
However, as we will see later when discussing the Coverage
of Support, developers are willing to use recommendations
for complex scenarios (such as entire functions) if they have
a high confidence in the received recommendations. Also, in
case of recommendations composed by several statements,
14 participants indicated the importance of organizing these
recommendations as Step-by-step solutions, meaning that the
code is divided into multiple chunks (using a blank line), each
one responsible for a sub-task. Such a feature requires the
ability of the recommender to identify sub-tasks within the
suggested code.

@ More in general, readability and understandability are two
important aspects of code recommendations, e.g., “If I don’t
understand what the suggestion is about at a first glance, 1
ignore it and I continue programming”. However, to the best
of our knowledge, no code recommender explicitly focuses on
these aspects when deciding which recommendation to trigger.
While this could be possible exploiting the readability metrics
previously defined in the literature [10], [14], [32], [39], [45],
it is still unclear to what extent such metrics work on artificial
code.

Other participants pointed at the importance of the recom-
mended code to meet best practices and coding standards.
@ This includes the possibility to customize the notion of
coding standard (e.g., “meets coding standards of the company
in terms of code quality”, “pushing good coding standards,
either general ones or customized by the user”). This is another
aspect currently unsupported in the state of the art.

Several other aspects of code quality have been mentioned
by participants (e.g., ensure good performance, robustness, and
reusability of the recommended code). For example, in the
case of performance one practitioner wrote: “Now that more
complex recommendations are possible thanks to tools like
copilot, aspects related to code quality should be taken into
account more, for example by picking among two possible
recommendations the one ensuring better performance’.

A crucial quality aspect mentioned by 69 participants is, as
expected, the correctness of the recommended code. This means
that the recommendation must not break the syntax and/or
introduce bugs/vulnerabilities in the code under development
(e.g., “the IDE must never recommend a solution that leads to
a malfunction”). While such a finding might look obvious, it
triggers a few considerations about state-of-the-art techniques.
For example, DL models have been proposed to support code
completion [11], [28], [55].
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Fig. 2. Taxonomy of characteristics of code recommender systems

However, recent work by Ciniselli et al. [11] showed that, in
the best case scenario, these models can recommend a correct
code completion in less than 70% of cases, with much worst
results (<30%) achieved for challenging completions (e.g.,
recommend entire statements). While the study by Ciniselli
et al. assessed the accuracy of the recommendations (i.e., the
extent to which the tool completes the code as expected), it is
likely that a tool not providing an accurate recommendation
breaks the code syntax or even introduces bugs. § Our survey
suggests that developers are unlikely to use tools that could
potentially “break” their code in ~35% of cases. For the reasons
discussed, the notion of correctness is strongly related to the
accuracy of recommendations, that is another root category
in our taxonomy (see Fig. 2).

The majority of surveyed developers (61%) reported the
accuracy of recommendations as an important characteristic
of code recommenders (e.g., “inaccurate recommendations
would create more work than manually writing the code”,
“the recommender system should have a minimum amount of
false positive hits”, “accuracy below 80% is not acceptable”).
@ Some developers even proposed solutions to overcome issues
related to the low accuracy in specific scenarios (these led to the
two child categories of Accuracy of recommendations in Fig. 2).
For example, a participant mentioned ““it must be possible to
configure the suggestions, to get less but more likely to be
correct”.

Basically, the possibility to filter out recommendations in
which the recommender system has a low confidence could
help in addressing limited accuracy in challenging scenarios.
Some developers also indicated their willingness to consider
recommendations that are not 100% accurate as long as they
can be easily modified to obtain the needed code: “I often
accept the recommendation even if it’s not 100% accurate if 1
think that adjusting it takes less time than writing code from
scratch”.

Going back to the characteristics of recommended code
tree, developers are also looking for adaptive recommender
systems: Developers mentioned that the tool should adapt the
recommendations to their coding style (e.g., “once it learns
my coding style it should go with that”) and to the coding
context (e.g., “context-sensitivity is also important; I would like
practical and stylistic compatibility with the existing code”).

Q Automatically inferring the developer’s coding style is far
from trivial. One possibility would be to investigate the inte-
gration between approaches to learn coding style/conventions
[5], [41] and code recommender systems. More in general,
our survey seems to suggest the need for “modeling software
developers and their coding practices” with all difficulties and
privacy concerns this may lead to. Having such information may
substantially boost the usefulness of code recommenders, that
could better adapt their recommendation to the user receiving
them.



Characteristics of recommended code

| This category groups together specific code characteristics (detailed in the leaf nodes) that might be desirable for the recommended code.

+ - Structural characteristics: The recommended code meets specific structural characteristics of the code (detailed in the leaf nodes) that might be desirable.

! . . . . . . . . .
~-Easy to integrate: The recommended code does not require major changes to be integrated in the code under development (e.g.,, a code using object types not available in the
| language but defined in other projects from which the recommended code has been learned is difficult to reuse).

- -Type checked: The recommender checks types when completing statements, ensuring values assigned to a variable are compatible with its type.

- -Unambiguous: The recommended code is unambiguous (e.g., it doesn't suggest multiple imports with the same name, making difficult to identify the one actually needed).

- Precise typing information: The recommended code relies on specific types (e.g, java.time.LocalDate ) rather than the generic one (e.g., Object).

[l Adaptive: The recommended code is customized based on specific factors (detailed in the leaf nodes).

I
- -Coding context: The recommended code is adapted to the code the developer is writing (see leaf nodes).
- .Coding style: The recommended code is adapted to the developer's coding style (e.g., using extra parenthesis to better format code if this practice is used by the developer).

L - Code Quality: The recommended code meets specific quality criteria (see leaf nodes).

- -Best Practices: The recommended code meets best coding practices. The latter depend on the language/paradigm in use.

- ‘Performance: The recommended code is optimized in terms of performance (e.g., it does not introduce unneeded operations).

- -Correctness: The recommended code must be bug-free.

- ‘Robustness: The recommended code is robust when dealing with possible erroneous situations (e.g., a null check is implemented if needed).

- -High Reusability: The recommended code is easy to reuse. This is particularly relevant for recommender systems suggesting code components at higher granularity (e.g., methods).
- -High Readability & Under: dability: The recommended code must be readable (e.g., avoid very long statements, adopt indentation) and easy to understand.

- -Maintainability: The recommended code is easy to maintain.

Functionality

: This category groups together the features developers would like to see in source code recommenders (see leaf nodes).

- Early Prediction: The recommender is able to trigger recommendations early in the coding process (e.g., the developer just wrote a few code tokens).

- Coverage of Support: This subcategory details the desiderata of developers when it comes to the coverage of the recommender tool (i.e., the different coding scenarios it can support).
- - Identifiers support: The recommender provides support for identifiers, suggesting them when needed.

- - 3rd party library support: The recommender is able to propose code recommendations when dealing with code using third-party libraries (e.g., invocation of an APl in a library).

- Language keywords: The recommender is able to suggest the language keywords when needed.

- Multi-token completion: The recommender can generate code recommendations that are not limited to a single token, but span several tokens.

- Multi-lingual support: The recommender can generate code recommendations even when multi-lingual code statements (e.g., C# and SQL) are written by the developer.

- - Refactoring: The recommender is able to autocomplete a refactoring operation started by the developer.

-

- Self-improving: The recommender improves the suggestions based on the feedback received by the developer for past recommendations.

L - Provide additional info: The recommender provides additional information together with the suggestion

I

- - Provide rationale: The tool provides a rationale to justify the given recommendation (e.g,, you are seeing this code because ...).

. Highlight edits: If the code that the developer is writing is very similar to code that can be recommended, the tool highlights the differences that might be implementation errors.
- - Documentation: The recommended code includes documentation.

- Configurable: The recommender is customizable based on developers' preferences (e.g., see leaf node).

[t e

- Recommendation modality: The modality used by the recommender when suggesting a recommendation.
I

- - Ask information: If the recommender cannot infer what the developer is doing it is able to ask for additional information to better contextualize the recommendations.
- Multiple options: The recommender is able to generate multiple recommendations for a given scenario.

- - Smart ranking: When multiple options are available, the tool ranks the recommendations using a smart criterion rather than alphabetical order.

- - Proactive: The recommender perceives when the developer needs help (e.g., they are not writing for long time) and starts triggering recommendations. It does not need to be
i explicitly invoked by the developer.

- Open source: If the recommended code is retrieved from a dataset, such a dataset must feature open source code which is less likely to result in licensing issues.

Awareness
| This category groups together information items the recommender should be aware of to improve its recommendations.
1

L= Coding context: The recommended code is based on a specific coding context, usually representing the code written by the developer in the IDE.

' H B . . . eie . . ele
- Coding history: The recommended code is generated/improved based on development activities performed in the past. The past development activities could be related to the
developer receiving the recommendation or to other developers. In other words, "natural" coding solutions are favored.

1

1

1

L - Developer’s task: The code recommender is aware of the task(s) the developer is working on. Differently from the coding context that only captures the code under development in a

1 specific moment, in this case a more complete view of the developer's tasks is available (e.g., the tool could mine from the issue tracker the issues assigned to the developer and use

| this information to generate/improve its recommendations).

1

- - Developer’s knowledge: If multiple recommendations are possible, the one using code that is more familiar to the developer must be used (e.g., the code using APIs already used in
the past by the developer receiving the recommendation).

Usability

: This category groups together usability aspects they would like to see in source code recommenders (see leaf nodes).
1 e
r- Intuitive: The recommender is intuitive (e.g., shallow learning curve).

L-No overhead: The recommender does not hinder coding (e.g., a button can be pressed to accept/decline the recommendations) and does not require context-switch.

1 . . . . cas . . .
- Non invasive: The recommender is never in control of the code writing, it only provides suggestions.
I

I
- - Ask confirmation: The recommender asks confirmation to the developer before implementing code.

- Integrated with IDE: The recommender is integrated within the IDE.

[ i e

- High responsiveness: The recommender is responsive, not causing lagging while coding.

Accuracy of recommendations

| The recommended code is accurate (i.e., the recommender is able to suggest a code semantically equivalent to the one the developer was going to write).
1 . . . . .. .
-- fllterlng based on confidence: The recommender does not trigger recommendations when its confidence is low.

- - Templating in low level confidence: If the recommender has a low confidence about a recommendation, it can suggest a template for the recommendation rather than the raw code.

Fig. 3. Definitions for taxonomy’s characteristics up to level-3



Finally, the structural characteristics subtree groups charac-
teristics of the recommended code that concern its structure.
These have been considered relevant by a lower number of
developers (16). An interesting point to highlight here is the
need for code recommendations that are easy fo integrate in
the code under development. This aspect is related to the
adaptability of the recommendations: if the recommended code
adapts to the coding context, for example, reusing identifiers
when needed, it can make the developer’s life easier. This is in
contrast with what has been done in retrieval-based approaches
that recommend relevant pieces of code from a code base
(e.g., Stack Overflow) leaving the integration effort on the
developer’s shoulders. ¥ An approach able to automate, at least
in part, the integration process could substantially increase the
usefulness of code recommenders.

Functionality. This category groups features developers
would like to see in code recommenders. Most of the answers
point to specific wishes in terms of coverage of support. This
means that developers would like to have a wider support in
terms of code recommendations, something that goes beyond
the tools they currently use. Such a subtree supports several of
the directions that the software engineering research community
is currently investigating.

Approaches for multi-token completion (i.e., code completion
that goes beyond recommending the next token the developer
is likely to write, for example, an entire statement) are a hot
research topic [2], [11], [22], [24], [28] as well as the automated
generation of assert statements [51], [56] (see Fig. 2). @ Our
results show the need for techniques able to support developers
in complex code completion scenarios (e.g., “code completion
provides good support in finding the right API in a class and
a few other things, but rarely suggests something challenging
such as conditional statements”, “cool would be suggesting
which asserts are needed to test the code under development”™).
While no developer asked for the automated implementation
of whole functions from scratch [57], some mentioned the
possibility to automatically implement stub functions starting
from their signature as recently done in Copilot [2]: @ “When
writing new functions I often create stubs of the other functions
I need to invoke; the IDE could propose implementations for
those stubs”.

@ An interesting research challenge also comes from the
suggestion for multi-lingual support. “autocomplete when
mixing languages such as inline SQL code when writing
database statements in C#”. Such a support is currently missing
in code recommenders. Finally, for what concerns the coverage
of support, it is also interesting the possibility to integrate the
capabilities to autocomplete refactoring operations started by
the developer. This is something that has been accomplished
by Foster et al. [17] with their WitchDoctor tool.

Another representative category in the functionality tree is
“provide additional info”, which relates the will of developers
to receive additional information accompanying the code
recommendation.

This includes the possibility to provide a rationale justifying
non-trivial code recommendations (e.g., “it should give a quick
reason that I can understand why it’s suggesting I do it”),
or documenting the recommended code (e.g., “assuming the
recommended code is not trivial, a documentation/explanation
for the suggestion is needed”).

While code recommenders mostly focus on generating
meaningful code recommendations, retrieval-based techniques
(i.e., those retrieving relevant code from a code base) and
properly trained DL-based techniques can provide support
for the automated documentation of the recommended code
[2], [20]. @ More challenging is the generation of a rationale
explaining to the developer why a given recommendation is
relevant for what they are doing.

Finally, the other child categories under functionality have
been mentioned by a few developers. They concern: (i) the abil-
ity of the tool to improve over time based on accepted/rejected
recommendations (self-improving); (ii) the possibility to config-
ure aspects of the tool, such as defining shortcuts (configurable);
(iii) the way in which the recommendations are presented or
generated (recommendation modality), and (iv) the need for
having the recommendation quickly triggered to avoid manually
writing most of the code thus reducing the usefulness of the
recommendation (early prediction). For the sake of brevity,
these categories are described in Fig. 3.

Usability. This root category concerns aspects that influence
the usability of the code recommender. Among all, high
responsiveness was the most important requirement highlighted
by developers (39 mentions) (e.g., “these recommendation
systems are often slow and lag the entire Ul, especially on large
projects”). 9 This confirms the relevance of works investigating
efficiency aspects in code completion tools [48].

Along this line, participants expect tools which are intuitive
(e.g., allowing a gradual learning curve for all developers) and
well integrated with IDE, as one developer underlined: “clean
interface making it easy to use is pretty important”.

Finally, an interesting aspect highlighted by some developers
is the need for non invasive code recommenders, always leaving
the final word to the developer: “It shouldn’t change the code
without my confirmation, even though the code I'm writing is
not logically right; a warning would be nice”.

Awareness. The last root category in our taxonomy is
awareness: the code recommender must be “aware” of different
aspects to improve its recommendations. Most importantly
from the participants’ point of view (29 mentions) is the
awareness of developer’s knowledge. This implies that the
same recommender system triggered on the same code by two
different developers could produce different recommendations.
@ Code recommendations using APIs familiar to the developer
(e.g., that the developer used in the past) can be favored as well
as recommendations using code constructs that are familiar to
the developer. As previously observed, this requires the ability
of the recommender to “model” the developer’s knowledge,
exploiting it in generating the recommendations with the goal
of minimizing the comprehension effort for the developer.



A second important aspect is the awareness of coding context,
i.e., the code recommender should consider the current code
context (e.g., the code the developer is writing in the IDE)
when providing suggestions. It is important to explain the
difference between awareness of coding context and adapted
to coding context previously described: in the former case the
recommended code is triggered by what has been written in the
IDE (e.g., it completes the implementation of a method under
development), while in the latter the suggested code is adapted
(i.e., changed) to match up with the current code context (e.g.,
to reuse identifiers present in the code). These two aspects

should be combined together to obtain useful recommendations.

Other interesting requirements developers expressed are the
awareness of coding history and of the developer’s tasks.
@ Exploiting the change history of the system on which
recommendations are generated [42], [43] can “help with
repetitive tasks”. Instead, being aware of the tasks assigned to
the developer to which recommendations are proposed can be
exploited for a better customization of the recommendations.
For example, the recommender can identify the issues assigned
to the developer by mining the issue tracker, inferring the one
they are working on in the IDE and targeting recommendations
aimed at completing the issue being addressed.

IV. VALIDITY DISCUSSION

Threats to comstruct validity concern the relationship
between theory and observation. The characteristics output

of our study are personal opinions of the surveyed developers.

To provide information about the “support” each characteristic
had, we included the number of participants who mentioned
the characteristics (at least for top-level categories, complete
data available in [4]).

Threats to internal validity concern factors internal to our
study that could have influenced the results. The participants
to our survey are likely more interested in code recommenders
than others, thus providing a “biased view” of the investigated
phenomenon. However, they still provided quite different views
on what it is important in code recommenders.

When presenting the results of our study, we often report
“quotes” from the answers provided by participants. These
quotes are not always verbatim, with changes introduced to
fix typos or to shorten them without, however, changing their
meaning.

To limit subjectivity bias during the open coding procedure,
five authors independently inspected each answer we received,
with a following discussion aimed at solving conflicts when
needed. On top of that, the answers we collected together with
the codes (i.e., categories of our taxonomy) we assigned them
are publicly available in our replication package [4].

Finally, contrary to our expectation, we found difficulties
in recruiting software practitioners through MTurk. Indeed,
when we run our survey, we did not set the strict selection
criteria for participants described in Section II-A. This resulted
in the collection of mostly low-quality answers, often clearly
copied/pasted from online sources that we had to exclude.

Also, we had to forbid the access to our survey from specific
countries due to bots providing random answers. At the end,
we preferred to collect less answers but of high quality. Indeed,
whenever we had a doubt about the quality of answers collected
through our survey, we discarded the corresponding response.

Such a “quality issue” is less relevant when it comes to
answers we collected through our contact network, which
represent the majority of completed surveys in our study (49
out of 80). Indeed, those are all professional developers (i.e.,
working in companies) who voluntarily agreed to participate
in our survey. To check the extent to which our taxonomy
generalizes to these two different groups of participants we
involved (i.e., practitioners from MTurk vs practitioners in
our contact network) we checked the number of categories
in our final taxonomy that have been indicated as relevant
(i) by both groups, (ii) by MTurk participants only, and (iii)
by practitioners in our contact network only. Out of the 70
categories in our taxonomy 51 (73%) have been indicated by
participants belonging to both groups, 3 (4%) by MTurk’s
participants only, and 16 (23%) by practitioners in our contact
network only. These results indicate an overall “agreement”
among the two groups for two-thirds of our taxonomy. Also, the
fact that only three out of 70 categories have been contributed
exclusively by MTurk’s participants support the validity of
the answers collected through this platform, since most of the
“requirements” we extracted from them have been confirmed
by practitioners in our contact network. The three categories
being MTurk-only are: Functionality — Coverage of support
— Language keywords, Functionality — Recommendation
modality — Open source, Functionality — Recommendation
modality — Proactive: perceives when developer needs help.

Threats to external validity concern the generalization of
our findings. The obvious threat is the limited number of
participants involved in the survey (80). Such numbers are in
line with previously published survey studies (e.g., [8], [13],
[16]) but, of course, replications can help in corroborating our
findings and complementing them.

V. RELATED WORK

In their seminal paper, Murphy et al. [35] found that
developers rely on content assist (i.e., code completion) features
in IDEs as much as on other common editing features (e.g., copy
& paste). Such a result showed how improving code completion
could have benefited developers. Code recommender systems
greatly evolved since then.

For the sake of brevity, we do not focus on the many works
focusing on improving code recommendations (e.g., [5], [22]-
[24], [26]-[28], [31], [33], [34], [37], [51], [52], [56], [57],
[59]) but on empirical studies looking at code recommenders
from different perspectives.

Proksch et al. [40] evaluated a method-call recommender
system on a real-world dataset featuring interactions captured
in the IDE. They observed that commonly used evaluations
based on synthetic datasets extracted a-posteriori from released
code do not take into account context change: This has a major
effect on the prediction quality.



Hellendoorn et al. [18] compared code completion models
on a real-world dataset and on synthetic datasets. They found
that the experimented tools are less accurate on the real-
world dataset, showing that synthetic benchmarks are not
representative enough. Moreover, they found that such tools
are less accurate in challenging scenarios, when developers
would need them the most.

Ciniselli er al. [12] investigated the extent to which code
recommenders copy code from their training set when gener-
ating recommendations. They found that ~10% of of short
recommendations represent clones of training set’s code.
However, as soon as the size of the recommended code
increases (e.g., a few statements), then it is unlikely that code
recommenders copy code from the training set.

Mirasoiu et al. [29] studied how developers use code com-
pletion in practice. They observed that many recommendations
are not accepted by the users. Similar findings have been
reported by Arrebola and Junior [7], who advocate for context-
awareness.

Jin and Servant [21] investigated the hidden costs of
code recommendations. They found that the code completion
tool they evaluated (IntelliSense) sometimes provides the
right recommendation far from the top of the list. They
observed that longer lists discourage developers from selecting
a recommendation.

Xu et al. [61] run a controlled experiment with 31 developers
who were asked to complete implementation tasks with and
without the support of two code recommenders. They found
no significant gain in developers’ productivity when using the
code recommenders.

Ziegler et al. [62] run a survey with Copilot users to
investigate which quantitative measure better capture their
perceived productivity when using the tool. They found that
the acceptance rate of shown suggestions is the best predictor
of perceived productivity.

The discussed papers suggest that a lack of grounding in
reality may be detrimental for the advancement in such a field.
We try to further fill this gap: while previous work mostly
focused on specific aspects, such as accuracy [18], [40], lack
of context-awareness [7], or hidden cost [21], we provide a
complete developer-oriented view on the possible challenges
in the design of code recommenders.

VI. CONCLUSION AND FUTURE WORK

Our study partially fills the lack of empirical investigations
aimed at collecting practitioners’ desiderata when it comes
to code recommenders. We run a survey involving a total
of 80 practitioners to investigate characteristics of code
recommenders they perceive as important. As output of our
study, we defined a taxonomy of 70 characteristics (Fig. 2) that
can drive future research in the field. We make all (anonymized)
answers we collected, the tags we assigned to them, and
study material available in our replication package hosted at
https://code-recommenders.github.io.

Our future works stem from the findings of our surveys, and
will focus on improving characteristics of code recommenders
that our study highlighted as relevant. We detail three research
directions we plan to pursue, with the goal of also showing
how our taxonomy can be used to point at future research:

o Improving the awareness of code recommenders. One
aspect several of the participants in our study stressed
as important is what we defined as the ‘“awareness
of the code recommenders”. In other words, what the
information available to the recommender are when it
synthesizes suggestions. Being aware of the developers’
knowledge (i.e., their expertise, past implementation tasks,
etc.) could result in more relevant recommendations that
might be particularly suitable and easy to understand and
reuse for the developer receiving them. Integrating such
a “knowledge” in the recommender is far from trivial
and requires the development of techniques allowing to
automatically infer (i) the programming style of software
developers, and (ii) their expertises, namely the specific
programming languages, libraries, notions (e.g., design
patterns), etc. they are at ease with. This could be done
by mining the past developers’ activities from software
repositories (e.g., versioning system, issue tracker).

e Making code quality a first-class citizen in code recom-
mendations. Given the increasing complexity of the rec-
ommendations supported by tools such as GitHub Copilot,
code quality must become a priority for the recommended
code. This is a clear outcome of our survey. Important
aspects to focus on are the absence of bugs/vulnerabilities
and the promotion of readability and understandability.
All these quality aspects can benefit from tailored design
decisions made (i) when training the code recommender,
by curating the quality of the code snippets composing
the training set; and (ii) at post-processing stage, with
checks done before triggering the recommendation to the
user. Also, alternative recommendations could be ranked
based on their quality.

o Augmenting the coverage of support. Despite the gigantic
steps ahead made in the last few years, code recommenders
still struggle in specific coding scenarios for which they
do not offer (or offer limited) support. In this context,
two interesting research directions stemming from our
taxonomy are the (i) better support for multi-lingual code,
and (ii) generation of templates rather than raw source
code when the recommender is not confident. Concerning
the first point, we plan to assess the effectiveness of
recent transformer models trained on several programming
languages (e.g., CodeBERT [15]) when dealing with multi-
lingual code. Depending on the observed performance, the
proposal of alternative strategies to deal with this problem
will be investigated. As for the template generation, we
plan to work on a model specifically trained for generating
abstract code templates rather than raw source code.
Such a model could be triggered when the standard code
recommender is not confident in suggesting the raw code.


https://code-recommenders.github.io
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